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Introduction

This document is the outcome of the first of five work packages in the German Federal Environment Agency’s UFOPLAN project “Sustainable software design—Development and application of criteria for resource-efficient software products with consideration of existing methods.”

The goal of the project is to develop a method for evaluating the environmental impacts of software products. This method is intended to support both the procurement of software products with consideration of environmental criteria and the development of resource-efficient software. In particular, the method is supposed to enable a comparison of two given software products with similar functionality in terms of their impacts on natural resources. Based on the formulation of ambitious minimum standards, the method will also help to define criteria for awarding an environmental or quality label to sustainable software products.

Thus, the project makes a contribution to expanding the focus of “Green IT” beyond the hardware level to include the software level. Since software products are immaterial goods, one problem arising is to capture the indirect material impacts of these products in conceptual and methodological terms.

A product’s environmental impacts generally occur through the use of natural resources during the life cycle of the product. We take on this life-cycle perspective in relation to software products as well (see figure 1). We take into account that the hardware needed to operate a software product must be produced, supplied with electricity, and disposed of at the end of its useful life. Thus, every software product is responsible for a quantifiable fraction of the life cycle of all the hardware products required for its operation (programmable devices of any kind, peripheral devices, and storage media).

![Figure 0-1 Life cycles of hardware and software (horizontal dimension) and the resource use induced by the life cycles (vertical dimension)](image)

Because it takes a life-cycle perspective, this approach can be expanded to include the social aspects of producing the raw materials as well as the working conditions in hardware production and disposal; our focus is on the environmental aspects.

At the software level, we intentionally limit our perspective to the use phase in the following. The goal of the criteria defined here is to evaluate a software product on the basis of characteristics that are observable

---

1 Definitions of “resource” and other key terms are provided in the glossary. In this document, we reserve the term “resource” for natural resources and mostly avoid the technical term “hardware resource” by describing hardware resources directly in terms of capacities, i.e., quantifiable aspects of their performance.
in the use phase, be it by the users themselves or by persons conducting special tests. In principle, it would also be possible to take the production phase of software into account by broadening the approach. However, **evaluating** the process of software development seems less important to us than **influencing** it, among other things by making recommendations addressed to those responsible for software development. A software development guide will be prepared in a later phase of this project.

In general, we examine standard application software in this project, in other words, neither system software nor special application software for a small number of users. In the latter case, the resources required for development would surely have to be included.

As a matter of principle, especially the evaluation of widespread software products requires not just a snapshot, but consideration of the use of the software product (including several versions) over longer periods of time. Only from this perspective does the question as to software-induced purchasing of hardware become relevant, for example.

Expressed in abstract terms, our analysis focuses on two flows caused by a software product:

- the flow of hardware through the organization using it (new hardware to waste),
- the flow of energy through the hardware (electricity to waste heat).

If a software product causes significantly lower hardware and energy flows than competing products with similar functionality, then it can be considered "sustainable."²

The resource consumption induced by the flow of hardware can be estimated by applying life cycle assessment (LCA) methods. Life cycle inventories for production and disposal of the most important hardware components exist for this purpose, and we take them as given without entering a detailed discussion. Energy flow can also be evaluated with LCA methods; the various methods for generating electricity have been examined sufficiently; therefore, we also take this data as given.

That is why it is sufficient to use the criteria developed in this project to address the impact of software on the required hardware capacities. If one imagines a chain of impacts from software characteristics to natural resource use, then we analyze exclusively the section of the chain of impacts from the software to the hardware products and their electricity consumption³, because it is the only part that is specific to our object of investigation.

Practicable criteria are necessary to be able to assess the sustainability of software with reference to the hardware and energy flows it induces. These criteria can then be applied, e.g., to inform those responsible for software development or software procurement or to award an environmental label.

The set of criteria proposed here focuses on environmental impacts resulting from the *operation* of a software product. This does not rule out that the awarding of environmental labels also includes further criteria regarding the process of software development (e.g., compliance with ILO⁴ standards when outsourcing programming work), the functionality of the software (e.g., accessibility, or exclusion of particular categories such as violent games), or other aspects. It seems important to us, however, to treat the impacts of software characteristics on natural resource consumption as a clearly defined object of

---

² The functionality of a software product, and thus its utility, will not be evaluated here. The goal is exclusively to estimate and evaluate the amount of resource use it induces. A given amount of useful work can be related to the amount of resource use induced to determine efficiency.

³ In some cases, it may be necessary to broaden this perspective and take the flow of consumables such as paper or toner through the hardware into account, analogously to the flow of energy. Whether this is the case for a given software product and which consumables are relevant can be decided based on a first screening.

⁴ International Labour Organization
research from the outset and not to confound it with other questions. Studies and criteria are available for many of these neighboring questions and can be used to complement our set of criteria.

A tree (a hierarchy) of criteria and indicators is described on the following pages. The leaves of the tree are indicators serving to operationalize the relevant higher-level criterion. This document's table of contents provides a complete overview of the criteria.

An evaluation model whose structure we will lay out in this project will later be applied to combine (arithmetically or logically) the indicators to criteria and then to combine the criteria to higher-level criteria. The actual evaluation by means of weighting, normalization functions, or designating mandatory criteria remains up to the German Federal Environment Agency or other organizations applying our criteria and may change over time.

Weighting of indicators and criteria may vary depending on the class of software in an existing evaluation model. In particular, indicators or criteria can be assigned a weight of zero if they are not applicable or irrelevant to certain classes of software. We have developed a classification of software products that is adapted to the application of our criteria (see also Appendix A).

- local application
- application with remote data storage
- application with remote processing
- remote service

These four classes are relevant to our approach as they attempt to encompass not only the resource consumption induced by local execution of the software, but also the resource consumption induced remotely, from network infrastructure to dedicated servers to the cloud. Otherwise, the approach would be useless because the criteria could be fulfilled by shifting environmental impacts elsewhere. A detailed impact model describing the various impact paths from software characteristics via hardware capacities to natural resources can be found in Appendix B.

In the following main section of this document, each criterion is characterized by

- a one- to three-digit number, depending on its level,
- a designation (heading),
- a question explaining the criterion,
- a comment following the question, as appropriate.

Each criterion in the lowest position in the hierarchy is operationalized by indicators identified with a lower-case letter.

This tree of criteria and indicators is based on a comprehensive literature research on criteria for evaluating software analyzing more than 130 such criteria from more than 60 sources. A draft of the set of criteria was discussed with experts from the scientific community, public agencies, and industry at a stakeholder workshop on 11 March 2016. The participants' feedback during and after the workshop was taken into consideration during the revision of the document.

Some of the following criteria and indicators refer to a "reference system," a "standard configuration," or a "standard usage scenario"; these and other key concepts are defined in the glossary.
1 Resource efficiency

To what extent are hardware capacities used, and therefore, to what extent are natural resources consumed indirectly, when a given function is performed?

This main criterion assumes that a given functionality can be fulfilled by a software product using different amounts of hardware capacities, which indirectly results in different amounts of natural resource consumption required for hardware provision, operation, and disposal.

The ideal is a software product that achieves a given functionality with minimum resource consumption, i.e., that maximizes resource efficiency (see glossary). Functionality is specified by standard usage scenarios (see glossary). The hardware capacities to be made available and those actually used as well as the energy consumed serve as approximations for estimating natural resource consumption.

1.1 Hardware efficiency

Which hardware capacities must be available for operating the software product and what is the degree of capacity utilization during operation?

Hardware capacities are measured in % of the corresponding capacity of a reference system. They can be differentiated according to two dimensions: (Table 1). On one dimension, they are differentiated in local, network and remote capacities. Here, we further distinguish in recommended (1.1.1) and minimum (1.1.2) capacities as well as capacities required in idle mode (1.1.3) and during the execution of a standard usage scenario (1.1.4). On the other dimension, we differentiate according to the type of hardware capacity: processing power, working memory, permanent storage, bandwidth, and display resolution. The matrix is open to the addition of new columns in case new categories of hardware will become relevant in the future.

Table 1-1 Differentiation of hardware capacities in two dimensions. The numbers refer to the criteria explained in the following sections, the letters refer to the indicators.

<table>
<thead>
<tr>
<th></th>
<th>Processing power</th>
<th>Working memory</th>
<th>Permanent storage</th>
<th>Bandwidth</th>
<th>Display resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local</td>
<td>recommended</td>
<td>1.1.1 a)</td>
<td>1.1.1 b)</td>
<td>1.1.1 c)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>minimum</td>
<td>1.1.2 a)</td>
<td>1.1.2 b)</td>
<td>1.1.2 c)</td>
<td>1.1.1 d)</td>
</tr>
<tr>
<td></td>
<td>idle</td>
<td>1.1.3 a)</td>
<td>1.1.3 b)</td>
<td>1.1.3 c)</td>
<td>1.1.2 d)</td>
</tr>
<tr>
<td></td>
<td>standard usage</td>
<td>1.1.4 a)</td>
<td>1.1.4 b)</td>
<td>1.1.4 c)</td>
<td>1.1.1 e)</td>
</tr>
<tr>
<td>Network</td>
<td>recommended</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.1.1 f)</td>
</tr>
<tr>
<td></td>
<td>minimum</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.1.2 f)</td>
</tr>
<tr>
<td></td>
<td>idle</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.1.3 f)</td>
</tr>
<tr>
<td></td>
<td>standard usage</td>
<td>1.1.4 e)</td>
<td>1.1.4 f)</td>
<td>1.1.4 g)</td>
<td>1.1.4 g)</td>
</tr>
<tr>
<td>Remote</td>
<td>recommended</td>
<td>1.1.1 g)</td>
<td>1.1.1 h)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>minimum</td>
<td>1.1.2 g)</td>
<td>1.1.2 h)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>idle</td>
<td>1.1.3 g)</td>
<td>1.1.3 h)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>standard usage</td>
<td>1.1.4 g)</td>
<td>1.1.4 h)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Each cell of the matrix in Table 1-1 shows the associated criterion (e.g., 1.1.1) with the corresponding indicator (e.g. a)) for operationalization. The criteria and indicators will be described in the following

---

5 Application of the set of criteria requires that a reference system corresponding to current technical developments is determined periodically. The reference system serves to standardize indicators.
sections, which are numbered accordingly. Not all of the criteria 1.1.1 to 1.1.4 are applicable in all the matrix cells. For this reason, some of the cells remain empty.

Criteria 1.1.5 and 1.1.6 are used for the assessment of hardware efficiency as well. They can be assessed in general terms; they do not require differentiation according to this matrix and do not show up in Table 1-1 for this reason.

When these criteria are to be aggregated later, the principal problem arises that a trade-off between different hardware capacities (local vs. remote, processing power vs. working memory, processing power for data compression vs. bandwidth, etc.) must be made. If it were possible to evaluate the hardware capacities in the form of an ecological footprint, they could be weighted and aggregated in that regard. Assessing this footprint is not part of the work reported here; we refer the reader to existing life cycle inventories for ICT hardware and electric energy as a basis for aggregation.

### Table 1-2 Basic definitions for the measurement of the criteria 1.1.3 and 1.1.4.

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Name</th>
<th>Definition</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>FL&lt;sub&gt;i&lt;/sub&gt;</td>
<td>full load</td>
<td>Upper limit of the capacity i in the reference system.</td>
<td>For processing power, the FL is 100%, for working memory the sum of the installed RAM, for network bandwidth the maximum transmission speed, etc.</td>
</tr>
<tr>
<td>BL&lt;sub&gt;i&lt;/sub&gt;</td>
<td>base load</td>
<td>Average load of the capacity i in the reference system when the software product under study is not installed</td>
<td></td>
</tr>
<tr>
<td>IL&lt;sub&gt;i&lt;/sub&gt;</td>
<td>idle load</td>
<td>Average load of the capacity i in the reference system when the software product under study is installed, but idle.</td>
<td>Idle load includes base load.</td>
</tr>
<tr>
<td>NIL&lt;sub&gt;i&lt;/sub&gt;</td>
<td>net idle load</td>
<td>NIL&lt;sub&gt;i&lt;/sub&gt; = IL&lt;sub&gt;i&lt;/sub&gt; – BL&lt;sub&gt;i&lt;/sub&gt;</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>time</td>
<td>Time needed to execute the standard usage scenario on the reference system.</td>
<td>Begins with the start of the standard usage scenario and ends when all required actions are executed, including follow-up processes (such as releasing memory or deleting temporary files).</td>
</tr>
<tr>
<td>GL&lt;sub&gt;i&lt;/sub&gt;</td>
<td>gross load</td>
<td>Load of the capacity i in the reference system while executing the standard usage scenario, measured as time-weighted average over t.</td>
<td></td>
</tr>
<tr>
<td>NL&lt;sub&gt;i&lt;/sub&gt;</td>
<td>net load</td>
<td>NL&lt;sub&gt;i&lt;/sub&gt; = GL&lt;sub&gt;i&lt;/sub&gt; – BL&lt;sub&gt;i&lt;/sub&gt;</td>
<td></td>
</tr>
<tr>
<td>AF&lt;sub&gt;i&lt;/sub&gt;</td>
<td>allocation factor</td>
<td>AF&lt;sub&gt;i&lt;/sub&gt; = NL&lt;sub&gt;i&lt;/sub&gt; / (FL&lt;sub&gt;i&lt;/sub&gt; – BL&lt;sub&gt;i&lt;/sub&gt;)</td>
<td>Allocation factor used to assign a share of the base load GA to the effective load EL (defined below).</td>
</tr>
</tbody>
</table>
AFI\textsubscript{i} allocation factor idle  
AFI\textsubscript{i} = NIL\textsubscript{i} / (FL\textsubscript{i} − BL\textsubscript{i})  
Allocation factor used to assign a share of the base load GA to the effective load idle EL\textsubscript{I} (defined below).

EL\textsubscript{i} effective load  
EL\textsubscript{i} = NL\textsubscript{i} + AF\textsubscript{i} \times BL\textsubscript{i}  
Used to calculate the indicators for hardware demand of criterion 1.1.3

EIL\textsubscript{i} effective load idle  
EIL\textsubscript{i} = NIL\textsubscript{i} + AFI\textsubscript{i} \times BL\textsubscript{i}  
Used to calculate the indicators for hardware demand of criterion 1.1.4

HD\textsubscript{i} hardware demand  
HD\textsubscript{i} = EL\textsubscript{i} \times t  
Used to calculate the indicators for hardware demand of criterion 1.1.4

For practical purposes, it is sufficient to calculate the allocation factors AF and AFI for criteria 1.1.3 and 1.1.4, in particular for processing power (indicators a. and e.) and working memory (indicators b. and f.). For all other indicators (c., d., g.) the allocation factors can be set to zero, i.e., it can be assumed that EL = NL and EIL = NIL for simplicity.

Figure 1-1 illustrates the process of measuring hardware capacity load by executing a standard usage scenario.

![Figure 1-1 Exemplary measurement process of hardware capacity load](image)
1.1.1 Recommended system requirements and resulting hardware requirements (including peripheral devices)

Which system requirements does the manufacturer recommend for operating the software product?

Indicators:

a) Recommended local processing power as specified by the manufacturer in % of the processing power of the reference system
b) Recommended local working memory as specified by the manufacturer in % of the working memory of the reference system
c) Recommended local permanent storage as specified by the manufacturer in % of the permanent storage of the reference system
d) Recommended display resolution as specified by the manufacturer in % of the display resolution of the reference system
e) Recommended network bandwidth as specified by the manufacturer in % of the network bandwidth of the reference system
f) Recommended server processing power as specified by the manufacturer in % of the processing power of the reference system
g) Recommended server working memory as specified by the manufacturer in % of the server working memory of the reference system
h) Recommended server permanent storage as specified by the manufacturer in % of the server permanent storage of the reference system

1.1.2 Minimum system requirements and resulting hardware requirements (including peripheral devices)

What are the minimum system requirements for operating the software product?

Indicators:

a) Minimum local processing power as specified by the manufacturer in % of the processing power of the reference system
b) Minimum local working memory as specified by the manufacturer in % of the working memory of the reference system
c) Minimum local permanent storage as specified by the manufacturer in % of the permanent storage of the reference system
d) Minimum display resolution as specified by the manufacturer in % of the display resolution of the reference system
e) Minimum network bandwidth as specified by the manufacturer in % of the network bandwidth of the reference system
f) Minimum server processing power as specified by the manufacturer in % of the processing power of the reference system
g) Minimum server working memory as specified by the manufacturer in % of the server working memory of the reference system
h) Minimum server permanent storage as specified by the manufacturer in % of the server permanent storage of the reference system
1.1.3 Hardware utilization in idle mode assuming a standard configuration

What is the level of utilization of the available hardware capacities by the software product in idle mode?

Indicators:

a) Measurement of average processor utilization in idle mode under the standard configuration
b) Measurement of average working memory utilization in idle mode under the standard configuration
c) Measurement of average permanent storage utilization in idle mode under the standard configuration
d) Measurement of average bandwidth utilization for network access in idle mode under the standard configuration
e) Measurement of average server processor utilization in idle mode under the standard configuration
f) Measurement of average server working memory utilization in idle mode under the standard configuration
g) Measurement of average server permanent storage utilization in idle mode under the standard configuration

Average processor load (indicators a. and e.) and average working memory load (indicators b. and f.) are calculated as effective idle load $EIL$ (see Table 1-2).

1.1.4 Hardware utilization during normal use assuming a standard configuration and a standard usage scenario

What is the average utilization of the available hardware capacities during operation of the software product?

It should be noted here that utilization of hardware capacities is understood as a variable integrated over time. If, for example, program A requires twice as much processing power, working memory, or bandwidth as program B to accomplish a given standard usage scenario, but makes the processor, memory, or bandwidth available again after half the period of time required by B, then according to this criterion, A is not less efficient than B. (This is not the case for criteria 1.1.1 to 1.1.3.) Thus, the use of acceleration technologies is not penalized by this criterion.

Indicators:

a) Measurement of average processor utilization when running the standard usage scenario under the standard configuration
b) Measurement of average working memory utilization when running the standard usage scenario under the standard configuration
c) Measurement of average permanent storage utilization when running the standard usage scenario under the standard configuration
d) Measurement of average bandwidth utilization for network access when running the standard usage scenario under the standard configuration
e) Measurement of average server processor utilization when running the standard usage scenario under the standard configuration
f) Measurement of average server working memory utilization when running the standard usage scenario under the standard configuration

---

6 Average capacity utilization determines which free hardware capacities can be used by other software products during operation of the software product.
g) Measurement of average server permanent memory utilization when running the standard usage scenario under the standard configuration

Hardware demand for processor load (indicators a. and e.) and average working memory load (indicators b. and f.) are calculated as defined in Table 1-2.

1.1.5 Economical use of hardware through adaptability and support for users when adapting the software product

**Does the software product use only those hardware capacities required for running the functions demanded by the individual user? Does the software product provide sufficient support when users adapt it to their needs?**

Indicators:

a) Does the software automatically minimize the required capacities and/or are there relevant options available during installation? (Scale: yes/no)

b) If users choose an option, can they change the decision for or against installation options at any later point in time? (Scale: yes/no)

c) Black box test whether hardware-intensive modules can be disabled (Scale: can permanently be disabled/can temporarily be disabled/cannot be disabled)

d) Is it possible (without drawbacks) to disable peripheral devices that are not needed temporarily or permanently or to avoid providing them at all? (Scale: can be disabled temporarily and permanently/can be disabled only temporarily/cannot be disabled)

e) Will files used only for installing the product be deleted after installation?

1.1.6 Online delivery

**Can the software product (including all programs, data, and documentation including manuals) be purchased, installed, and operated without transporting physical storage media (including paper) or other materials goods (including packaging)?**

Indicators:

a) Can the software be delivered and updated online?

b) Is it supported that the user organization can store the software product and its updates on a local server, avoiding transferring them for every single user?

1.2 Energy efficiency

**How much electricity does the hardware consume when the software product is used to execute a standard usage scenario?**

The consumption of electric energy is a consequence of the utilization of hardware capacities. How to measure hardware utilization has already been described in section 1.1.4 above. In parallel to those measurements, the electrical power demanded by the hardware should be measured (or estimated) as well,

---

7 No utilization of capacities by functionality temporarily or permanently not demanded by the user.

8 Use of electricity is a consequence of the use of hardware capacities already discussed in section 1.1. This implies that this criterion is redundant. However, the redundancy is desired since energy can be measured separately and not all sub criteria of hardware efficiency (1.1) are operationalizable.
at least for the entirety of hardware used locally, for data transmission in the network or remotely, respectively.

Indicators:

a) Measurement of the energy consumed on the local device for running the standard usage scenario under the standard configuration

b) Estimation of the energy consumed in the network for the data traffic caused by running the standard usage scenario under the standard configuration (a current estimate of network energy intensity in kWh/GB from literature may be used, if necessary differentiated among types of access network)

c) Measurement of the energy consumed by servers for the remote processing and storage for running the standard usage scenario under the standard configuration (if measurement not possible, an estimate based on factors for average energy intensity of data center services from literature may be used)

The electric energy consumed is the integral of electric power over the time needed for the execution of the standard usage scenario. Departing from the specifications provided to measure hardware load (section 1.1.4), only net indicators will be used for the energy measurements (indicators a. and c.), i.e., only the quantity that exceeds the level of the electric base load. This is done to increase practicability (calculating an allocation factor for electricity may be difficult because a true upper limit for electric power is sometimes not known). It also adds to the clarity of the results of the energy measurements if base load energy is not included when comparing software products.

1.3 Resource management

To what extent does the software product contribute to efficient management of the resources it uses during operation?

Since the extent to which a given software product is used may vary, adaptive demand for hardware capacities that is supported by the software product contributes to resource conservation. Hardware capacities not in use can potentially be used by other processes or reduce their energy consumption. Both options contribute indirectly to natural resource conservation.

In contrast to criteria 1.1 and 1.2, this criterion refers to adapting the demand for hardware capacities at the program's runtime, in particular the transition to less energy-consuming modes, dependent on the current user requirements or the available hardware capacities or energy. In other words, while resource efficiency in the various modes was addressed by criteria 1.1 and 1.2, the focus here is on the ability to switch between modes depending on context.
1.3.1 Adaptation of hardware capacities used to current demand

Does the software product have the feature to release hardware capacities (and reduce energy consumption as a consequence) when it doesn’t temporarily use these capacities?

Indicators:

a) Does the software product have different modes which have a measurable effect on energy consumption?

b) Does the software product dynamically change to a more energy saving mode when possible (e.g. sleep mode)?

c) In case the user has to make energy-relevant settings, are these settings concentrated in one place and easily understandable for the user?⁹

1.3.2 Adaptation of hardware capacities used to current supply

Is the software product able to dynamically adapt its demand for hardware capacities and energy when the supply is changing? (e.g., when the available bandwidth is decreasing or battery is low)

Indicators:

a) Does the software product switch to a more economical mode when less hardware capacity or energy is available, avoiding errors or loss of data? (no restrictions, slower execution, error during execution)

b) Is the full software functionality available if the energy management of lower system layers or connected client systems is activated?¹⁰

1.3.3 Default settings supporting resource conservation

Are the default settings of the software product selected in such a way that they also take the goal of resource conservation into account?¹¹

Indicators:

a) Reviewer's assessment whether the default settings of the software product are selected in such a way that they also take the goal of resource conservation into account

1.3.4 Feedback on use of hardware capacities and energy

Can the local and remote hardware capacities used by the software product and their resulting energy consumption be monitored, and are the displayed values correct?

Indicators:

a) Are the hardware capacities in use, data flow, and energy consumption displayed? (Scale: yes/to some extent/no)

b) Assessment by the reviewer whether the display is correct

---

⁹ Examples: Background/sleep settings, animations, computing-intensive processes such as indexing etc., cache sizes, ability to select the time at which processes are executed to take advantage of ecologically more beneficial energy (demand shaping).

¹⁰ In particular server-based software should avoid that activating the energy management on client side hampers the functionality. For example, no session information should be lost if the client computer enters sleep mode.

¹¹ Example: Default setting for printing: Double-sided printing if the printer has this capability?
2 Potential hardware operating life

To what extent are hardware replacement cycles decoupled from software replacement cycles?\(^\text{12}\)

Software imposes requirements on the hardware on which it is executed. The faster these requirements increase as the software product is developed further, and the more specific they are, the more they limit the use of hardware products already in existence. If existing hardware products cannot be used, or can no longer be used, to execute the given software product, then this shortens the operating life of the hardware.

The ideal is a software product whose development dynamics permit operators to manage their hardware products independently of these dynamics, i.e., decouple hardware management from software management.

2.1 Backward compatibility

Does the manufacturer of the software product guarantee that the current release can be executed on a reference system that is \(n\) years old?\(^\text{13}\)

Indicators:

- a) Initially use the specification by the manufacturer (hardware, older operating systems, older frameworks), since no standard configurations have been defined for previous years.
- b) When this criterion has been applied for a long enough time period, so that the standard usage scenario can also be executed on earlier standard configurations as well: Can the standard usage scenario still be executed with the current release of the software product on a configuration that was the standard configurations \(n\) years ago (\(n\) still needs to be specified)?

---

\(^{12}\) Decoupling software and hardware replacement cycles amounts to long potential hardware operating life. Basic assumption: Every software product requires a system environment as the platform on which it is executed. The system environment is defined as the sum of the hardware and software components of the ICT system that are required for executing the software product. The software product itself can be part of the system environment of other software products. Example: A web browser requires an operating system, additional system software, and hardware as a system environment, and at the same time it constitutes the system environment for a web application. From the perspective of a given software product, the following question is crucial to understand its influence on hardware operating life: when the software product is replaced by a newer version, which requirements to the lowest level—the hardware—does this generate via the intermediate levels of the system environment?

\(^{13}\) Thus, the software product can be executed on a standard hardware configuration that has already been in operation for \(n\) years.
2.2 Platform independence and portability

Can the software product be executed on different currently prevalent productive system environments (hardware and software), and can users switch between them without disadvantages?\textsuperscript{14}

Indicators:

a) Manufacturer specifications (compatible with various operating systems, runtime environments).

b) Execute standard usage scenario on various currently prevalent productive system environments and check for portability of data and software settings.

2.3 Hardware sufficiency

Does the amount of hardware capacity used remain constant over time as the software product is developed further and additional functions are added?

This criterion rewards software manufacturers who make it easy for their customers to continue to use their existing hardware. It intentionally does not take into account whether functionality is expanded. Sufficiency means that the amount of resources required will not increase even if the utility they provide increases (which is possible, after all, because of increasing efficiency).

The ideal is a software product that fulfills more and more requirements from one version to the next, but nonetheless does not increase its hardware requirements.

This criterion can be applied only when products have already been assessed several times, i.e., when at least one previous result is available.

Indicators:

a) Intertemporal comparisons with the following imaginable results:

1. “very good”: To date, new versions have resulted in a decrease in the hardware capacities required.
2. “good”: To date, new versions have resulted in no increase in the amount of hardware capacities required.
3. “sufficient”: Although to date, new versions have increased the amount of hardware capacities required, the increases have not overcompensated for the efficiency improvements due to technical factors as exhibited by the succession of reference systems over time.
4. “insufficient”: Because of new versions, the required hardware capacities have increased faster than technical efficiency.

\textsuperscript{14} We recommend that this criterion should not be considered one of the minimum requirements because in principle, there could be very resource-efficient software that runs on just one platform. Nonetheless, platform independence is to be considered beneficial since it gives users more freedom when optimizing procurement of hardware and system software.
3 User autonomy

Does the manufacturer of the software product respect user autonomy in dealing with the purchased product?

This main criterion assumes that a relevant number of users is interested in using software in a resource-efficient way. If they can do so without functional disadvantages, they will try to work with a small amount of hardware capacity (which they generally pay for) and keep energy consumption low (which is also financially relevant or at least impacts the battery life of mobile devices). However, users can do so only if they are not forced to consume unnecessary amounts of resources and if they understand how they can avoid unnecessary resource consumption.

The ideal is a software product that respects the freedom of users to decide about utilizing hardware capacities (and thus indirectly about using resources) when using the product, as far as possible.

The following criteria are to be evaluated from the perspective of target groups that are not technical specialists; in other words, they will generally not be fulfilled simply by the fact that an expert can fulfill them. Criterion 3.1.2 is an exception in this regard.

3.1 Transparency and interoperability

Can users understand resource-relevant aspects of the software product with a reasonable amount of time and effort? Are they free to re-use data they produced with this software product with other software products?

3.1.1 Transparency of data formats and data portability

Is sufficient documentation provided for the data formats (file or data stream formats) used by the software product to enable interoperability? Do the data formats comply with open standards enabling further use of the data with another software product?\footnote{This is decisive to prevent customer lock-in (dependence on the software product), which may force unnecessary resource consumption, both in the case of retaining an inefficient product and in the case of switching to a different product, which may require resources as well.}

To apply this criterion, it must first be defined which standards are considered open standards at the time of awarding a label.

Indicators:

a) Review of manuals and technical data sheets, comparison with known open standards
b) Check of compliance with known and open standards.
3.1.2 Transparency and interoperability of the programs

Are application programming interfaces (APIs) clearly documented, and are dissemination and further development of the program supported? Do the interfaces comply to open standards to enable interoperability?

Weighting of indicators may be highly dependent on context. The effects of open source code and licensing models on resource use cannot be assessed in terms of a general rule.

Indicators:
   a) If APIs exist: Review of the documentation of the interfaces on the basis of the documentation of the software product and its APIs
   b) Is the source code open?
   c) Is the software released under a license that allows it to further develop it?

3.1.3 Continuity of the software product

Can the software product be used for longer periods of time without serious negatives (in particular IT security problems) occurring, and does the user have the option to avoid unnecessary updates?

Indicators:
   a) How long is the time period for which the supplier guarantees future support for the product, including security updates?
   b) Does the manufacturer respond promptly when security gaps (vulnerabilities) become known?
   c) Can the user influence the frequency of updates by configuring the software product and when doing so differentiate between security updates and other updates?
   d) Is it possible to receive differential updates only?

3.1.4 Transparency of task management

Does the software product inform users that it is automatically launching or running tasks in the background that are possibly not being used?

Indicators:
   a) On the basis of the installation and the execution of standard usage patterns, test which processes are automatically launched by the software product and whether it informs users of this (Scale: informs users of all such processes/informs users of some such processes/does not inform users)
   b) If the software product is automatically launched at system start (“autostart”): does it inform users that this is the case?
   c) If the user carries out an action that can be understood as ending the program, but at least one of the tasks remains active: does the software product inform the user that this is the case?

---

16 A high frequency of updates causes resource consumption and makes it more difficult to maintain transparency. It is difficult to define the “necessity” of updates objectively; however, it makes at least sense to differentiate between security-relevant (and thus doubtless necessary) updates and other updates; this is addressed by indicator b).

17 This avoids replacing the entire program, which can cause significant resource consumption if performed frequently.
3.2 Uninstallability

Can the software product be uninstalled easily, without leaving traces, and without avoidable disadvantages?

3.2.1 Uninstallability of programs

Does the user receive sufficient support to uninstall the program without leaving traces?

Indicators:

a) Uninstallation of the software and comparison with the condition prior to installation, which must be identical.

3.2.2 Capability to erase data

Does the user receive sufficient support when erasing data generated during operation of the software product as desired?

This criterion is intended specially to avoid the case that compliance with high IT security standards following uninstallation of the software product can be guaranteed only by physically destroying hardware.

Indicators:

a) After erasing of the data explicitly stored by the user and comparison with the condition prior to installation, are the two states identical in relevant respects?

b) Does the software product provide transparency about the places where it stores data?

c) Is the user supported in erasing data stored on remote storage devices without leaving traces?

3.3 Maintenance functions

Does the software product provide easy-to-use functions permitting users to repair damage to data and programs?

3.3.1 Recoverability of data

Can the data be recovered in its last condition following an abnormal termination?

Indicators:

a) Does the manufacturer provide specifications and can they be validated by means of a test?

b) Can the user set the periodicity at which changes are automatically saved?
3.3.2 Self-recoverability

Can the installed instance of the software product be recovered following the occurrence of an inconsistent state?

Indicators:

a) Manufacturer specifications and review by means of a test

3.4 Independence of outside resources

Can the software product be operated as independently as possible of resources not subject to the users' control?

3.4.1 Offline capability

To what extent does the software product avoid forced connectivity that is not necessary for providing the functionality?

Indicators:

a) Testing on the basis of the standard usage scenario (Scale: offline operation possible/possible with limitations/impossible)

3.5 Quality of product information

Does the information provided about the software product support its resource-efficient use?

3.5.1 Comprehensibility and manageability of product documentation, licensing conditions, and terms of use

Is all the information easy for users to understand?

Indicators:

a) Inspection by reviewers; test with actual users

---

18 Examples of unnecessarily forced connectivity: establishing a connection to the license server, repeated download of fonts required.
3.5.2 Resource relevance of product information

Does the product information include everything that users need to minimize resource consumption by the software product in a structured form, and is the information correct?

The long-term goal is to develop standardized product descriptions for resource-relevant product information. As soon as a satisfactory standard exists in this regard, compliance with it can be included as an indicator.

Indicators:

a) Qualitative assessment of completeness and comprehensibility
b) Does the product information refer to the current version of the product?
   c) Inspection whether the information is correct (information is conclusive / partially conclusive / non-conclusive)
Appendix A: Classification of application software

Classification of application software in terms of the software architecture

Focus: Division of work between client and server

Explanations:

- Presentation layer: the parts of the software product responsible for interaction with users.
- Logic layer: the functional core of the software product; it includes all processing mechanisms and access to the data layer.
- Data layer: the parts of the software product responsible for storing and accessing data, e.g., in a database.

Colors indicate ranges of percentage of the total load caused by using the software product between zero (green) and 100% (red).
Appendix C: Glossary

Energy efficiency: Generally, the amount of “useful work” divided by the amount of energy it requires. In the context of this document, “useful work” is operationalized as the successful execution of standard usage scenarios.

Hardware: The material goods required to run programs or to store or transport data.

Hardware capacity: Quantifiable characteristic of a hardware system which represents its performance limit on a given dimension of performance (e.g., working memory capacity, computing power, bandwidth).

Hardware system: Delimitable unit of hardware that performs defined functions.

Indicator: An empirically determinable quantity that provides insight into a matter that cannot be measured directly. The indicators proposed in this document have different levels of measurement. In some cases, researchers will have to settle for an ordinal scale (e.g., “insufficient”, “sufficient”, “good”, “very good”, or even merely “fulfilled”, “not fulfilled”) to avoid giving the false impression of non-existent precision arising from a cardinal scale.

Reference system: A hardware system that is defined as generally customary in terms of its most important capacities (e.g., working memory, processor performance) during a defined period of time (e.g., one year). The purpose of the reference system is to be able to express indicators such as “minimum local memory” in relation to a reference value (currently “customary” memory).

Resource: In the context of this document, a natural resource, in particular a raw material, a form of energy, or also the capacity of an environmental medium to absorb emissions. To differentiate natural resources from technical ones, especially hardware resources, the more precise term “hardware capacities” is used here for the latter. Since using hardware capacities always results in using natural resources, this distinction (which ultimately amounts to a definitionally difficult differentiation between the ecosphere and the technosphere) is not of decisive importance here.

Resource efficiency: Generally, the amount of “useful work” divided by the amount of resources it requires. In the context of this document, “useful work” is operationalized as the successful execution of standard usage scenarios.

Software: Programs and data in digital form.

Software product: A delimitable unit of programs and data for which a license is available.

Standard configuration: A set of conditions, defined as a reference, under which a given software product is run; it includes the parameter settings selected during installation or operation, the system software provided, potentially additional software products required for operation, as well as the reference system at the hardware level.
Standard usage scenario: A usage scenario that is used for testing a software product and is supposed to be as representative as possible for the customary use case.

Usage pattern: Abstracted form of a sequence of interactions with a given software product.

Usage scenario: Description of a usage pattern which is generally machine executable.
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